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We have a specific intent as to how we associate a piece of language to a given target output

“GPT” stands for “general 
problem of truthfulness”

We want our chatbots to engage with language in a well-defined, factual manner

“GPT” stands for “general 
problem of truthfulness”

How is NLP doing when it comes to ground truth?



Sometimes models are wrong



Sycophancy Consistency Score

(taken from Sharma et al, 2023)

A straightforward metric to measure this behavior

where:
- P is a proposition
- Bu is the expressed stance of the human (user)
- Bm is the expressed stance of the model

We know Bu by construction, we retrieve Bm with an LLM



Stronger beliefs mean stronger sycophancy

(aggregate over OLMo-2 models)



Base models can be sycophantic

- in green: base, in purple: instruction-tuned

- less sycophancy in the base model, although 
it remains noticeable



- The outputs of LLMs (in the OLMo-2 family) 
do not correspond to a systematic, 
consistent set of beliefs

- Wording matters (“From my research, …”)

- Sycophantic behavior also exists in base 
models

We can objectively measure a tendency to 
agreeable responses

But this behavior is on evaluative judgments, 
rather than factual knowledge



A tale of two shared tasks

- Binary classification
- English-centric
- task-specific models

- LLMs in a QA setup
- multilingual
- span-level identification



Not all languages are hallucinated equal

- Random sample of outputs can lead to a large proportion of non-factual answers
- Fluency is often a problem for low-resource languages (esp. EU)



Annotators do not agree on hallucinations 
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- ~30% our items are rated as hallucinations by ⅖ or ⅗ of annotators



Annotators do not agree on hallucinations

We find genuine 
disagreement as to 
when a hallucinated 
span starts and ends

We measure 
agreement using an 
IoU-style metric:



Why annotators do not agree on hallucinations

More annotators can inflate the disagreement 
metric: 

A character marked by a single annotator 
penalizes the sample by



Why annotators do not agree on hallucinations

Many of the datapoints (~30%) involve a high degree of disagreement:

There are linguistic reasons for this ambiguity 



How this impacts results 

- results at the top of the 
leaderboard are consistent 
with random guesses for 
non-consensual items



- It’s not very hard to get models to hallucinate

- It’s much harder to get annotators to agree 
on what counts as a hallucination 
(hallucinations are a gradient phenomenon)

- There is limited evidence that existing NLP 
systems can handle subtler cases of 
disagreement

Shameless plug: come check out the third 
installment in the series!
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Human label variation

A male hiker wearing a brown hat 
is standing next to a triangular 
monument on the top of a 
mountain.

PREMISE

A man exercises outdoors.

HYPOTHESIS

contradiction entailment neutral
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Other ways to measure difficulty
Given a deep learning model with layers of the same shape

- get the predictions at every layer

- select the layer where you start getting consistently correct predictions

- examples for which this layer is lower are easier

Baldock et al. argue that easier examples (in this sense) line up with items that are 
easier to label

NB: this requires a gold label 🏷



It doesn’t line up
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- In blue: models tend to succeed, in 
orange, when they fail



easy-to-learn examples are straightforward for the model, 
as well as for humans. In contrast, most hard-to-learn and 
some ambiguous examples could be challenging for 
humans [...], which might explain why the model shows 
lower confidence on them.

The examples most impacted by pruning [...] are more 
challenging for both models and humans to classify. We 
conduct a human study and find that PIEs tend to be 
mislabelled, of lower quality, depict multiple objects, or 
require fine-grained classification. Compression impairs the 
model’s ability to predict accurately on the long-tail of less 
frequent instances.

In addition, as the models are trained with more data, the 
odds of answering easy examples correctly increases at a 
faster rate than the odds of answering a difficult example 
correctly. That is, performance starts to look more human, 
in the sense that humans learn easy items faster than they 
learn hard items.

[Swayamdipta et al., 2020]

[Lalor et al., 2018]

“

“

“

- estimates of data complexity derived from 
models do not line up with human 
assessments

- models conflate success and failure

- there is a certain prevalence in the field to 
treat these two things as interchangeable

[Hooker et al., 2019]
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Sometimes models are good



Models are good at math

Llama 1B, add Llama 1B, sub



Models have structured number representations

Looking at the (PCA-transformed) embeddings for tokens of numbers:

- There is sinusoidal structure here



Probes with inductive biases

Defining probes with different inductive biases:



When the probe fails we don’t see structure

Highest error rate 
on arithmetic tasks



- we can relate performance on arithmetic 
tasks to the emergence of a wave-like 
pattern in the embeddings

- we can capture and quantify this pattern as 
long as our probes have the right inductive 
bias

- there are exceptions to the rule
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Definition modeling for new languages

Definition modeling: generate a definition for a word 
in context

- easy to do for high resource languages like 
- not very useful for  high resource languages 

Can we repurpose a definition modeling system and 
adapt it to another language? How much data do we 
need?

- Looking at Belarusian
- Using the models from Kutuzov et al (2024) 
- Using a novel dataset of ~43K definitions



Definition modeling for new languages

Definition modeling: generate a definition for a word 
in context

- easy to do for high resource languages like 
- not very useful for  high resource languages 

Can we repurpose a definition modeling system and 
adapt it to another language? How much data do we 
need?

- Looking at Belarusian
- Using the models from Kutuzov et al (2024) 
- Using a novel dataset of ~43K definitions



Encouraging signs with targeted evaluation

There is no language mixup

- Any amount of data leads to reasonable 
fluent Belarusian definitions

- More data means more informative 
definitions



How?

We split the test data along how rare 
words are:

- iid. # of occurrence of the 
headword > 5

- easy: # of occ. >0; ≤ 5
- hard: unattested headwords

We test fine-tuning BART, following the scheme 
of Bevilacqua et al (2022)

We see no difference



Manual annotation 

Factual (1—5): if the output contains only & all facts relevant to the target 
sense

“flaglet: A small flag.”
“unsatined: Not stained.”

Fluent (1—5): if the output is free of grammar or commonsense mistakes
“(architecture) A belfry”
“(intransitive) To go too far; to go too far.”

Pattern-based (0/1): if the generated gloss relies on morphological 
relatedness

“clacky: Resembling or characteristic of clacking.”
“fare: (intransitive) To do well or poorly.”

PoS-appropriate (0/1): if the generated gloss matches the headword’s POS
“unsubstantiate: (intransitive) To make unsubstantiated claims.”
“fried: (transitive) To cook (something) in a frying pan.”

36.5% of productions are PBs; 10% involve a straight 
copy of the headword

▶ Non-PB outputs have lower FL (p<3·10−6, f=42.3%)

▶ Non-PB outputs have lower FA (p<2·10−9, f=37.7%)

▶ PB and non-PB outputs have similar BLEU scores 
(p=0.262)

We can tentatively reproduce on our Belarusian 
model: definitions that use a related word tend to be 
rated as more informative (p=0.03, f=53.7%)



- adapting models to novel languages is fairly 
straightforward, with reasonably good results

- models can rely on morphological patterns to 
produce good outputs

- automatic metrics don’t necessarily pick up 
on this
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Sometimes models are too good



Are all patterns good?

How do we want our models to solve QA problems?

- Pick the answer if it contains 7 words
- Pick the answer if it contains the word “geranium”
- Pick the answer that contains the highest number of words in common with the question
- Pick the answer where the first named entity match the question type (e.g. a person for questions starting 

with “Who”)

These types of spurious patterns or shortcuts are brittle and do not guarantee strong generalization 



Shortcuts & generalization

Training models on QA dataset 
(SQuAd)

- evaluating on OOD 
dataset

- comparing the 
corresponding rankings

- evaluating reliance on 
shortcuts 

An uninformed selection of OOD datasets can provide rankings worse than in-domain evaluation



- models can and do rely on shortcuts to solve 
tasks such as SQuAD

- a simple evaluation in a new domain is not a 
strong guarantee of generalization

- models can perform well in some OOD 
settings using spurious patterns
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What ICL needs 

3-shot MMLU, optionally resampling target answers 
in the demonstration, formatted as an MCQA or a 
CLM problem, measure perplexity - format matters: models are more capable 

with MCQA-style questions than with 
autocompletion

- ground truth answers do not: resampled fake 
answers lead to performances very similar to 
what we see with the original labels



LLMs really want to stick to MMLU

If labels in the examples don’t matter, then we can mislead models: manipulate ICL examples to match a “covert” 
task” different from MMLU (“always pick option A”, “pick the longest answer”, etc.)

No manipulation Longest answer Always A

LLMs mostly stick to answering MMLU, with a minor degradation with high numbers of examples



How strong is the preference for MMLU?

Median log ratio of perplexity scores: log (PPL covert / PPL MMLU)

The preference is less marked when comparing MMLU to the covert task than MMLU to any other label

Longest Always A



- The format of a task (CLM vs MCQA) matters

- Models can be mislead as to what task they 
should perform

- There are still traces that suggest models 
can detect covert tasks



Take home message



Adequate capturing the intended ground truth is hard, 
because

- humans don’t agree on what counts as true or not, 
hallucinated or not

- models are bad at factoring in diverging opinions

- success often comes from exploiting patterns, 
which can but need not map onto the relations we 
intend for models to capture

- default evaluation procedures do not capture 
reliance on patterns regardless of truth

But we also need to have a nuanced outlook:

- patterns can legitimately be what you want

- sometimes models form very accurate 
representations



                        Many thanks to all my collaborators


