
Reality Check:
Natural Language Processing  

in the era of Large Language Models

I am a large language model 
trained by OpenAI and I don't 
have the ability to browse the 

internet…

Vered Shwartz, May 2024
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Did Large Language Models (LLMs) Solve NLP?

3



In this talk…

1⃣  Language Grounded in Extra-linguistic Context

2⃣  Reasoning

💬

3⃣  Real-World Applications



In this talk…

1⃣  Language Grounded in Extra-linguistic Context

2⃣  Reasoning

💬

3⃣  Real-World Applications



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now

Vision



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now

Vision

Sound



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now

Vision

Sound

Location



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now

Vision

Sound

Location

Time



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now

Vision

Sound

 
World Knowledge 
& Prior Experience

Location

Time



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now

Vision

Sound

 
World Knowledge 
& Prior Experience

Location

Time

Social Norms



6

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

We are having 

coffee now

Vision

Sound

 
World Knowledge 
& Prior Experience

Location

Time

Social Norms

Cultural Norms



7

Grice's maxim of quantity: People try to be as informative as possible.  
We give just as much information as is needed, and no more.

Vision

Sound

 
World Knowledge 
& Prior Experience

Location

Time

Social Norms

Cultural Norms

We are having 

coffee now



Vision and Language  
are often Complementary

Vision

Meme Interpretation. EunJeong Hwang and Vered Shwartz. Work in Progress.



 What did the person who posted the meme wanted to say?
Every damn time

Meme Interpretation. EunJeong Hwang and Vered Shwartz. EMNLP 2023.



👤 that they lied about going to bed early

👤 that they look horrible after not sleeping right the night before

 What did the person who posted the meme wanted to say?
Every damn time
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👤 that they lied about going to bed early

👤 that they look horrible after not sleeping right the night before

 What did the person who posted the meme wanted to say?

🤖 that they are tired, but they have to go to work

🤖 that they don't remember what they did the day before

🤖 that they are scared of the monster

Every damn time

Meme Interpretation. EunJeong Hwang and Vered Shwartz. EMNLP 2023.
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Meme Interpretation. EunJeong Hwang and Vered Shwartz. EMNLP 2023.
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Dataset
 
1⃣ Memes


Scraped from Reddit, and 
manually filtered. 

 
2⃣ Literal Image Captions


Remove text from meme.  
Crowdsource the image captions. 

👤: The worst intersection in the 
world has to be controlled by a 
tree of traffic lights

 
3⃣ Metaphorical Interpretation 


Her: why doesn’t he 
understand my signals?

The signals:

👤: intersection = relationship 
between a man and a woman

👤: tree of traffic lights = the 
woman’s complicated signals

👤: Women wonder why men don't 
understand their signals when they are 
overly complicated.

Title: Why they gotta be like this

Meme Interpretation. EunJeong Hwang and Vered Shwartz. EMNLP 2023.



Models

Flamingo: a Visual Language Model for Few-Shot Learning. Alayrac et al., Neurips 2022. 

Title: He could be anywhere!

Caption: Meme poster is 
trying to convey this is their 
look when they don’t know 
something cause they have a 
don’t care attitude

…

Title: Every damn time

Caption: Meme poster 
looks horrible after not 
sleeping right the night 
before

Title: Why they gotta be 
like this  
 
Caption:

https://github.com/mlfoundations/open_flamingo
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Models

Flamingo: a Visual Language Model for Few-Shot Learning. Alayrac et al., Neurips 2022. 

Title: He could be anywhere!

Caption: Meme poster is 
trying to convey this is their 
look when they don’t know 
something cause they have a 
don’t care attitude

…

Title: Every damn time

Caption: Meme poster 
looks horrible after not 
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Title: Why they gotta be 
like this  
 
Caption:

🦩Meme poster is trying to convey that they are annoyed by the traffic lights

https://github.com/mlfoundations/open_flamingo

Few-shot

• Additional setups: zero-shot, few-shot, fine-tuning, chain of thought prompting

• Additional VL models

• Different inputs (meme, meme and title, meme, title, and caption)

https://github.com/mlfoundations/open_flamingo


Results

Meme Interpretation. EunJeong Hwang and Vered Shwartz. EMNLP 2023.
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Commonsense knowledge is 
rarely specified in language

 
World Knowledge 
& Prior Experience
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Stevie Wonder announces 
he'll be having kidney surgery 
during London concert.

He wanted to be healthy

Effect
He has to cancel the concert

After

He performs at the concert 
He goes to the hospital

Before He performs at the concert 
He goes to the hospital

Cause

Hindrance
He didn't want to ruin the concertCOMET

COMET: Commonsense Transformers for Automatic Knowledge Graph Construction. Antoine Bosselut, Hannah Rashkin, Maarten Sap, Chaitanya Malaviya, Asli Celikyilmaz, Yejin Choi. ACL 2019

Can we Improve this with 

Event-Centric Commonsense Knowledge?

HasPrerequisite
He needed to go to the hospital
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Stevie Wonder announces 
he'll be having kidney surgery 
during London concert.

Stevie Wonder has a kidney problem
Effect

Stevie Wonder recovers from the surgery

After
 Stevie Wonder prepares for the surgery

Before Stevie Wonder thanks fans for coming to the concert

Cause

Hindrance Stevie Wonder does not attend the concert 
Stevie Wonder is not sick

HasPrerequisite Stevie Wonder needs to be very sick

Stevie Wonder needs to have a kidney

COMET-M

Can we Improve this with 

Event-Centric Commonsense Knowledge?

COMET-M: Reasoning about Multiple Events in Complex Sentences. Sahithya Ravi, Raymond Ng, and Vered Shwartz. Findings of EMNLP 2023.

Stevie Wonder announces 
he'll be having kidney surgery 
during London concert.

Stevie Wonder has a kidney problem
Effect

Stevie Wonder recovers from the surgery

After
 Stevie Wonder recovers from the surgery

Before
Stevie Wonder is rushed to the hospital

Cause

Hindrance Stevie Wonder has no money for the surgery

Stevie Wonder does not have a kidney problem

HasPrerequisite Stevie Wonder needs to be very sick

Stevie Wonder needs to have a kidney

COMET-M
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Multi-Event COMET

COMET-M

Labeled  
Multi-Event  
Sentences

COMET-M: Reasoning about Multiple Events in Complex Sentences. Sahithya Ravi, Raymond Ng, and Vered Shwartz. Findings of EMNLP 2023.

• Focused on naturally-occurring sentences from various genres (dialogue, news, fiction, etc.)

• Crowdsourced annotations for 6 relations for over 1,000 events (~35k inferences)

• Continued training the Bart-based COMET model on our data. 
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Baselines

COMET-M: Reasoning about Multiple Events in Complex Sentences. Sahithya Ravi, Raymond Ng, and Vered Shwartz. Findings of EMNLP 2023.

Filter Inferences SplitUnlabeled  
Multi-Event  
Sentences

Stevie Wonder has 
a kidney surgery

COMET- 
NLISilver standard 


Multi-Event Sentences
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Baselines

COMET-M: Reasoning about Multiple Events in Complex Sentences. Sahithya Ravi, Raymond Ng, and Vered Shwartz. Findings of EMNLP 2023.

Filter Inferences SplitUnlabeled  
Multi-Event  
Sentences

Stevie Wonder has 
a kidney surgery

COMET- 
NLISilver standard 


Multi-Event Sentences

Unlabeled  
Multi-Event  
Sentences COMET- 

M-MIMICSilver standard 

Multi-Event SentencesIn-Context 

Examples
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Human Evaluation

COMET-M: Reasoning about Multiple Events in Complex Sentences. Sahithya Ravi, Raymond Ng, and Vered Shwartz. Findings of EMNLP 2023.
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Prior experience and norms differ 
by culture

Cultural Norms



Based on 15-25% tipping standard in North America, ChatGPT 
concludes they are frugal, on a tight budget, or that the service 
was not good.

Based on a no tipping standard in Spain, ChatGPT concludes they 
are kind and considerate, and that they appreciated the good 
service. 

English Models have North-American Bias



Other
24.2%

German
3.7%

French
3.7%

Spanish
4.3% Russian

5.3%

English
58.8%

Languages in web content, January 2023 

Where does the training data come from?



Other
24.2%

German
3.7%

French
3.7%

Spanish
4.3% Russian

5.3%

English
58.8%

Languages in web content, January 2023 Number of English speakers in each country, May 2018 

Where does the training data come from?
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GD-COMET: A Geo-Diverse Commonsense Inference Model. Mehar Bhatia and Vered Shwartz. EMNLP 2023.

PersonX eats a dutch baby As a result, 
PersonX wants

PersonX feels

Others feel
sad, disgusting, happy, angry  

COMET

PersonX is seen as hungry, greedy, disgusting, mean, starving 

satisfied, full, hungry, happy, guilty

to throw up,  drink water, wash the baby 
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English Models have North-American Bias

GD-COMET: A Geo-Diverse Commonsense Inference Model. Mehar Bhatia and Vered Shwartz. EMNLP 2023.

PersonX eats a dutch baby As a result, 
PersonX wants

PersonX feels

Others feel
sad, disgusting, happy, angry  

COMET

PersonX is seen as hungry, greedy, disgusting, mean, starving 

satisfied, full, hungry, happy, guilty

to throw up,  drink water, wash the baby 

a full stomach, a full belly, to satisfy hunger, 

to be full, to have a snack
satiated, full, happy

empty, craving, happy, keen

 hungry, ravenous, starving, greedy

🌎GD-
COMET

PersonX wants

PersonX feels

Others feel

PersonX is seen as

https://emojipedia.org/globe-showing-americas/


Original COMET data

Extracting Cultural Commonsense Knowledge at Scale. Tuan-Phong Nguyen, Simon Razniewski, Aparna Varde, Gerhard Weikum. The Web Conference 2023

CANDLE (Nguyen et al., 2023)

Can we Improve this with 

Cultural Commonsense Knowledge?

GD-COMET: A Geo-Diverse Commonsense Inference Model. Mehar Bhatia and Vered Shwartz. EMNLP 2023.

🌎GD-
COMET
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Original COMET data

Extracting Cultural Commonsense Knowledge at Scale. Tuan-Phong Nguyen, Simon Razniewski, Aparna Varde, Gerhard Weikum. The Web Conference 2023

CANDLE (Nguyen et al., 2023)

Can we Improve this with 

Cultural Commonsense Knowledge?
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Intrinsic Evaluation

GD-COMET: A Geo-Diverse Commonsense Inference Model. Mehar Bhatia and Vered Shwartz. EMNLP 2023.
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Extrinsic Evaluation

GD-COMET: A Geo-Diverse Commonsense Inference Model. Mehar Bhatia and Vered Shwartz. EMNLP 2023.

VLC-BERT: Visual Question Answering with Contextualized Commonsense Knowledge. Sahithya Ravi, Aditya Chinchure, Leonid Sigal, Renjie Liao, and Vered Shwartz. WACV 2023.



Extrinsic Evaluation

GD-COMET: A Geo-Diverse Commonsense Inference Model. Mehar Bhatia and Vered Shwartz. EMNLP 2023.

VLC-BERT: Visual Question Answering with Contextualized Commonsense Knowledge. Sahithya Ravi, Aditya Chinchure, Leonid Sigal, Renjie Liao, and Vered Shwartz. WACV 2023.
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From Cultural Concepts to Cultural Norms

28Social Chemistry 101: Learning to Reason about Social and Moral Norms. Max Forbes, Jena Hwang, Vered Shwartz, Maarten Sap, Yejin Choi. EMNLP 2020.

Mike and Emily had a delightful 
dinner in a restaurant in Madrid. 
The bill was 96 Euros, so they put a 
100 Euro bill on the table and left 
the restaurant.

Narrative
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From Cultural Concepts to Cultural Norms

28Social Chemistry 101: Learning to Reason about Social and Moral Norms. Max Forbes, Jena Hwang, Vered Shwartz, Maarten Sap, Yejin Choi. EMNLP 2020.

Mike and Emily had a delightful 
dinner in a restaurant in Madrid. 
The bill was 96 Euros, so they put a 
100 Euro bill on the table and left 
the restaurant.

Narrative Situation

Tipping 4% at a restaurant

Social Norms

🇺🇸 It’s rude to tip less than 15%

🇪🇸 It’s considered optional to tip

…
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Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le, Denny Zhou. NeurIPS 2022. 
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Reasoning with Chain-of-Thought (CoT) Prompting

• Improved performance in few-shot and zero-shot reasoning tasks



Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le, Denny Zhou. NeurIPS 2022. 

Reasoning with Chain-of-Thought (CoT) Prompting

• Improved performance in few-shot and zero-shot reasoning tasks
• Explainable predictions… but are they faithful?



Example: CoT for Stance Detection

She can’t even manage her husband and

she wants to be @POTUS

Twitter User  @TwitterUser  ·  Oct 13, 2016

Is this tweet in favour or against Hillary Clinton?

Stance Reasoner: Zero-Shot Stance Detection on Social Media with Explicit Reasoning. Maksym Taranukhin, Vered Shwartz and Evangelos Milios. LREC-COLING 2024.



Example: CoT for Stance Detection

She can’t even manage her husband and

she wants to be @POTUS

Twitter User  @TwitterUser  ·  Oct 13, 2016

Is this tweet in favour or against Hillary Clinton?

Stance Reasoner: Zero-Shot Stance Detection on Social Media with Explicit Reasoning. Maksym Taranukhin, Vered Shwartz and Evangelos Milios. LREC-COLING 2024.

# n in-context examples 

tweet: <tweet1>

target: <stance target1>

Q: What is the tweet’s stance on the target?

The options are: against, favor, none 
Premise: <premise1>

Conclusion: <conclusion1> 
... 
# Test example 

tweet: She can’t even manage her husband and

she wants to be @POTUS

target: Hillary Clinton

Q: What is the tweet’s stance on the target?

The options are: against, favor, none 
Premise: Hillary Clinton is not qualified to be

president because of her bad managing abilities.

Conclusion: The author is against Hillary Clinton.
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Beyond Deductive Reasoning…
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they get over opinionated and think they know 
everything #feminist

Twitter User  @TwitterUser  ·  Apr 13

Is this tweet in favour or against the feminist movement?
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Beyond Deductive Reasoning…

When women spend too much time out of the kitchen 
they get over opinionated and think they know 
everything #feminist

Twitter User  @TwitterUser  ·  Apr 13

Is this tweet in favour or against the feminist movement?

When women spend too much time out of the kitchen 
they get over opinionated and think they know 
everything #feminist

Jane Doe  @FeministWoman  ·  Apr 13

What about this one?

The tweet seems to be against the feminist movement. However, there is not enough 
information to determine this with certainty. For example, if this tweet was written by a 
known feminist user, they might be using sarcasm to respond to someone else’s 
misogynistic tweet. In that case, the user is actually in favour of the feminist movement. 



Defeasible Inference in Natural Language

Given a premise P and hypothesis H, an update U is a:

Weakener if a human would most likely find H less likely 
to be true after learning U; and 

Strengthener if they would find H more likely to be true.

33
Thinking Like a Skeptic: Defeasible Inference in Natural Language. Rachel Rudinger, Vered Shwartz, Jena D. Hwang, Chandra Bhagavatula, Maxwell Forbes,

Ronan Le Bras, Noah A. Smith, and Yejin Choi. Findings of EMNLP 2020.
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P: PersonX has a pool party.

 
H: Because PersonX wanted  
     to hangout with friends.


S: It was PersonX’s birthday.


W: PersonX was having a family reunion.

Commonsense
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Ronan Le Bras, Noah A. Smith, and Yejin Choi. Findings of EMNLP 2020.
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Given a premise P and hypothesis H, an update U is a:

Weakener if a human would most likely find H less likely 
to be true after learning U; and 

Strengthener if they would find H more likely to be true.

33

 
P: A group of people sitting around a table with laptops.

 
H: They have a work meeting.


S: They are in a conference room.


W: They are in a library.

NLI

 
P: PersonX has a pool party.

 
H: Because PersonX wanted  
     to hangout with friends.


S: It was PersonX’s birthday.


W: PersonX was having a family reunion.

Commonsense
 
H: It is rude to comment on  
someone’s weight.


S: They are sensitive to it.


W: You are a nutritionist.

Social Norms

Thinking Like a Skeptic: Defeasible Inference in Natural Language. Rachel Rudinger, Vered Shwartz, Jena D. Hwang, Chandra Bhagavatula, Maxwell Forbes,

Ronan Le Bras, Noah A. Smith, and Yejin Choi. Findings of EMNLP 2020.
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In this talk…

1⃣  Language Grounded in Non-linguistic Context

2⃣  Reasoning

💬

3⃣  Real-World Applications



LLMs hold both Promises and Risks 

for Real-World Applications 



Medical chatbot using 
OpenAI’s GPT-3 told a 
fake patient to kill 
themselves
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Who would you go to if you have a problem with your ear,  

a doctor that read all the medical literature or an ENT?  



Who would you go to if you have a problem with your ear,  

a doctor that read all the medical literature or an ENT?  

Who would you go to if you’re getting divorced,  

a person who knows all the laws in all countries or a family lawyer in your province?  
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Chatbot for Air Passenger Rights

Empowering Air Travelers: A Chatbot for Canadian Air Passenger Rights.  
Maksym Taranukhin, Sahithya Ravi, Gábor Lukács, Evangelos Milios and Vered Shwartz. arXiv 2024.
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Chatbot for Air Passenger Rights

• Goal: reduce the workload of the human volunteers 

• High precision (no hallucinations!),  
low recall is tolerated 

• Maintain user privacy

Empowering Air Travelers: A Chatbot for Canadian Air Passenger Rights.  
Maksym Taranukhin, Sahithya Ravi, Gábor Lukács, Evangelos Milios and Vered Shwartz. arXiv 2024.



Recap

🤖 LLMs enable exciting new research directions in NLP. 

🤖 Remaining challenges and future directions include:

🤖 Reasoning about extra-linguistic contexts

🤖 Advanced reasoning beyond deductive reasoning (defeasible, abductive, counterfactual…)

🤖 NLP for real-world applications 

🤖 Evaluation remains an issue… we need it for better tracking the progress!
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vshwartz@cs.ubc.ca@VeredShwartz

Thank You!
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