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Triangulating on a model of human(-like) language
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Expectations in incremental comprehension

Context Prediction
Previous Input  Current Input

e Syntactic:
Jamie was clearly intimidated... by [source]

e Phonological knowledge:
Terry ate an... apple/orange/ice cream cone

Terry ate a... nectarine/banana/sandwich

* Semantic & situational knowledge:
The children went outside to...play

These expectations from
diverse contextual cues
affect human language
processing extremely
quickly

The squirrel stored some nuts in the. M

free
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Surprisal as an index of real-time processing load

e Let a word’s difficulty be its surprisal given its context:
. B 1
Surprisal(w;) = log P(w;| CONTEXT)
1

~ log

P(wi|w1...i_1)

e Captures the expectation intuition: the more we expect an

N400 size

event, the easier it is to process
e Brains are prediction engines!
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Surprisal as an index of real-time processing load

Let a word'’s difficulty be its surprisal given its context:
1

lo
® P(w;| CONTEXT)
1

Surprisal(w;) =

~ log

P(wi|w1...i_1)

Captures the expectation intuition: the more we expect an

N400 size

event, the easier it is to process
e Brains are prediction engines!

Mean amplitude
200-500 ms (uV)

r=-0.79

-2
_1_
n 1:
Predictable words are: ]
3 02 04 06 08 10

« read faster (Ehrlich & Rayner, 1981)
Noun cloze probability

* have distinctive EEG responses (Kutas & Hillyard 1980)  reqermeier
Kutas, 1999)

with a language model that captures syntactic structure,

we can get GRAMMATICAL EXPECTATIONS
(Hale, 2001, NAACL; Levy, 2008, Cognition) 4




Quantifying structure and surprise

e Hypothesis: a word'’s difficulty is its surprisal in context:
1
°% P(w;| CONTEXT)

Surprisal(w;) = 1

Surprisal (bits)
~ ()]

N
1

0.00 0.25 0.50 0.75 1.00
Probability

(Shannon, 1948: a basic quantity from information theory!)
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log Frequency

Estimating probability/time curve shape

As a proxy for “processing difficulty,” reading time in two
different methods: self-paced reading & eye-tracking

Challenge: we need big data to estimate curve shape, but
probability correlated with confounding variables

Brown data availability Dundee data availability
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Estimating probability/time curve shape

e (Generalized

e Reading times in Gaze durations in
addltlve_ mOdel self-paced reading eye-tracking
regression: total  _ | .
contribution of
word (trigram) -

probability to RT
near-linear over
6 orders of
magnitude!

40

Total amount of slowdown (ms)
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0

(Smith & Levy, 2013)
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Take-away: how long to process a word in context?

e On average, time linear in the word’s log-probability

* Methodologically: reading puts control in the
comprehender’s hands (and eyes!), allowing us to study
processing difficulty through reading time

60 80
l

40
l

20
l

\_Y_Q\
1 ban *,
(3.3 bits) * .

Total amount of slowdown (ms)
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I

10° 10° 10* 102 102 107" 1
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Low-tech, crowd-sourceable reading

 The maze task
e Choose the word that fits given the preceding context

the eat
F J
The X-X-X
of dog
ALpretty chased
the eat
time
go. cat.

(Forster et al., 2009; Boyce et al., 2020)
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Desiderata for human-like processing
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Is the relative
clause reduced?

Is the participle
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Deep learning has revolutionized

GPT =3 (Zero-Shot)

Gf) (ﬁf) (Vaswani et al., 2017)
\ T
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@ (Image due to Christopher Olah)
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Other models Models with lowest Test perplexity

https.//paperswithcode.com/sota/language-modelling-on-penn-treebank-word
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The monologue that the actor who the movie industry likes made silent was being
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Technical question:

What generalizations are these models learning?

Abbot Is Dead
Hep Writes Real Time

Abbott
Where Is Abbott

Cowritten Logogram
Before And After

w /

Earth
Hep Purp Earth
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Theoretical question:

How well would positive™ input data alone deliver the
right linguistic generalizations to a generic flexible
learner without strong hierarchical bias?

*No negative evidence!
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e Languages vary dramatically across the world in structure

English: Japanese: Oneida (Baker, 1996):

| bought the bed beddo -0  ka-tta Wa’ -ke -nakt-a-hninu -’
(pro) bed  -ACC buy-PAST FACT -18S -bed -0 -buy -PUNC

* Yet there are strong (universal?) generalizations

Grammatical categories: Heads & hierarchy: |[diosyncrasy:
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Focus: grammatical generalizations

INFORMATION AND CONTROL 10, 447-474 '(1967)

Language Identification in the Limit

. MaArx Goup*

The RAND Corporation

Language learnability has been investigated. This refers 1o the fol-
lowing situation: A elass of possible languages is specified, together
with a method of presenting information to the learner about an un-
known Janguage, which is to be chosen from the class. The question
is now asked, “‘Is the information sufficient to determine which of the
possible languages is the unknown language?”” Many definitions of
learnability are possible, but only the jollowing is considered here:
Time is quantized and has a finite starting time. At each time the
learner receives a unit of information and is to make a guess as to the
identity of the unknown language on the basis of the information
received so far. This process continues forever. The class of languages
will be considered learnable with respect to the specified method of
information presertation if there is an algorithm that the learner can
use to make his guesses, the algorithm having the following property:
Given any langnage of the class, there is some finite time after which
the guesses will all be the same and they will be correct.

Linguistic Inquiry Volume 10 Number 4 (Fall, 1979) 533-581.

C. L. Baker Syntactic Theory and the
Projection Problem*

0. Introduction

One of the most basic concerns in the writings of Noam Chomsky, beginning in Synractic
Structures and extending through his recent work, has been to draw attention to the
profundity of one of the central psychological problems posed by the phenomenon of
first language acquisition.! Following Peters (1972), I will refer to this problem as the
‘‘projection problem’’. Reduced to essentials, solving the projection problem involves
finding a satisfactory answer to the following question: What is the functional relation
that exists between an arbitrary human being’s early linguistic experience (his ‘‘primary
linguistic data’’) and his resulting adult intuitions?? A solution to this problem requires
a body of hypotheses that would make it possible to deduce the full range of adult
intuitions in advance, given only a suitable record of the early experience. Applied to

Linguistic Nativism and the
Poverty of the Stimulus

Alexander Clark and Shalom Lappin
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Language models tested

Model Architecture Training Data Data size (tokens) Reference

JRNN |[LSTM Web text ~800,000,000  Jozefowicz et al. (2016)
GRNN [LSTM Wikipedia ~90,000,000 Gulordava et al. (2018)
GPT-2 | Transformer Web text ~8,000,000,000 Radford et al. (2019)
GPT-3 | Transformer Web text ~40,000,000,000 Brown et al. (2020)
RNNG | Syntax+LSTM Penn Treebank ~1,000,000 Dyer et al. (2016)
tinylstm| LSTM Penn Treebank ~1,000,000
n-gram | 5-gram model British Nat'l Corpus ~100,000,000

Long Short-Term Transformer decoder Recurrent Neural
Memory (LSTM) Network Network Grammar
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~human lifetime of linguistic experience
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Simplest syntactic hierarchy: subordination

— log P(Completion|Context)
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Simplest syntactic hierarchy: subordination

— log P(Completion|Context)
“No-matrix” variants
(No subsequent matrix clause)
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Simplest syntactic hierarchy: subordination

— log P(Completion|Context)
“No-matrix” variants
(No subsequent matrix clause)
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“Matrix” variants
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The doctor studied the textbook ™
(, the nurse walked into the office .) Surprisal
difference
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Effects of Subordinate Clauses
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Effects of Subordinate Clauses

GRNN JRNN

= |
/

(Sub. present — sub. absent) surprisal difference
o
1

No-matrix penalty
Matrix licensing

(Futrell, Wilcox, Morita, Qian, Ballesteros, & Levy, NAACL 2019)



Subordination: results
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v I know what the lion devoured at sunrise.

(Wilcox et al., 2018; in prep)
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/ I know what the lion devoured

S
NP VP
- —
| V SBAR
1 — —
know Comp S
1 — —
NP VP
e T —
the lion V NP AdvP
] P .
devoured at sunrise

(Wilcox et al., 2018; in prep)
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v I know what the lion devoured at sunrise.

the lion V. NP AdvP
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v I know what the lion devoured at sunrise.

—

the lion V NP

(Wilcox et al., 2018; in prep)
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e
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v I know what the lion devoured at sunrise.

X I know that the lion devoured __ at sunrise.
S
NP VP
- —
|V SBAR
' — —
know Comp —I; S ‘VP _FILLER
the lion V N.P AdvP +GAP
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v I know what the lion devoured at sunrise.

X I know that the lion devoured ___ at sunrise.
S
— — X I know what the lion devoured the gazelle at sunrise.
NP VP
D — —
|V SBAR
1 — —
know Comp S

% v +FILLER
the lion  V NP AdvP -GAP

1
the gazelle) at sunrise
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/ I know what the lion devoured ___ at sunrise.
X I know that the lion devoured ___ at sunrise.
S
— — X I know what the lion devoured the gazelle at sunrise.
NP VP
D — — / I know @€ the lion devoured EheNgazeble at sunrise.
|V SBAR
1 — —
know Comp S FILLER
(i
the lion V NP AdvP _GAP
1 — e

devoured ( the gazelle’) at sunrise

(Wilcox et al., 2018; in prep)
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v I know what the lion devoured at sunrise.

X I know that the lion devoured ___ at sunrise.
S
— — X I know what the lion devoured the gazelle at sunrise.
N VP
D — — / I know @€ the lion devoured EheNgazeble at sunrise.
|V SBAR
1 — —
know Comp S

_ _ _FILLER
(o

the lion V NP AdvP _GAP

1 S
devoured @ at sunrise

Filler-gap dependencies are a signature, theoretically
central feature of natural language grammar

(Wilcox et al., 2018; in prep) 28



/ I know that ... the CEO showed the slides to the guests after lunch.

X I know ... the CEO showed the slides to the guests after lunch.
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y’ I know that ...
X I know

X I know that ...

y’ I know

the CEO showed the slides to

the CEO showed the slides to

the CEO showed to

the CEO showed to

the guests after

the guests after

the guests after

the guests after

lunch.

lunch.

lunch.

lunch.

Wh-effect

(Matches well-known human reading-
time patterns: Stowe, 1986)
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Flexibility of filler—gap dependencies

Basic Filler-Gap Licensing

GPT2 GPT3 GRNN JRNN NGRAM
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Unboundedness of filler—gap dependency

e For object gaps:

Unboundedness

GPT2 GPT3 GRNN JRNN NGRAM

Wh-Effect

el

2 3 4 5 2 3 4 5 2 3 4 5
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Unboundedness of filler—gap dependency

e For object gaps:

Unboundedness
GPT2 GPT3 GRNN JRNN NGRAM

i IIJJ o]

Wh-Effect

2 3 4 5 2 3 4 5 2 3 4 5
Layers of Embedding
Transformer models LSTM models
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Potential concern #1

Couldn’t the models be learning a linear dependency between filler
and gap, not a hierarchical dependency?

33



Syntactic Hierarchy

e Afiller must be appropriately “above” its gap

@
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(Wilcox et al., 2019; in prep)
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I
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Predictions for human-like processing

The fact that the mayor knows /who ...

Clause Boundary
NO GAPS Subject . Matrix
(Below filler) ! (Above filler)

. the criminal shot the teller with a gun:shocked the jury last year

GAP IN SUBJECT

. the criminal shot with a gun.shocked the jury last year.

GAP IN MATRIX CLAUSE

. the criminal shot the teller with a gun:shocked last year.
(Wilcox et al., 2019; in prep) 36
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Sensitivity to syntactic hierarchy

e For object gaps:

JRNN

NGRAM

GPT2 GPT3 GRNN
2.5
13)
(0]
=
L
=
= 0.0- !—}
-2.5-

=

. +gap
. -gap

su'bj matrix
Gap Location

su'bj matrix sdbj matrix

(Wilcox et al., in prep)

subj

matrix

su'bj matrix
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Potential concern #1

Couldn’t the models be learning a linear dependency between filler
and gap, not a hierarchical dependency?
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Potential concern #1 — addressed

Couldn’t the models be learni
and gap, not a hi

near dependency between filler
ical dependency?

Our results suggest that deep-learning models trained on enough
data are sensitive to syntactic hierarchy for wh-dependency
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Syntactic island constraints

) \ v
filler \ %
A I S

~ - -

(Phillips, 2013; see also Pearl & Sprouse, 2013)
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Syntactic island constraints

 Some types of phrases are islands: filler—-gap dependencies
cannot link from outside to inside of them

Q \ 0
filler \ v
' e
K | 15 X _
1 |‘ ‘drm /,
\ \Xﬁ____:)i-":_ !

~ - -

(Phillips, 2013; see also Pearl & Sprouse, 2013)
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Syntactic island constraints

Some types of phrases are islands: filler—gap dependencies
cannot link from outside to inside of them

Q \ 0
filler \ v
' e
K | 15 X _
1 |‘ ‘4]‘& /,
\ \Xﬁ____:}i-":_ !

~ -—

"Island effects have long been regarded as strong motivation for
domain-specific innate constraints on human language...likely to
be difficult to observe in the input that children must learn from."

(Phillips, 2013; see also Pearl & Sprouse, 2013)
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Syntactic islands

Wh-complementizers block filler—gap dependencies:
I know what Alex said..

.your friend devoured __ at the party.
[no complementizer]

(Wilcox et al., 2018; in prep)
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Syntactic islands

Wh-complementizers block filler—gap dependencies:
I know what Alex said..

.your friend devoured __ at the party.
[no complementizer]

..that your friend devoured __ at the party.
[that complementizer]
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Syntactic islands

Wh-complementizers block filler—gap dependencies:
I know what Alex said..

.your friend devoured __ at the party.
[no complementizer]

..that your friend devoured __ at the party.
[that complementizer]

%« .Wwhether your friend devoured __ at the party.
[wh—complementizer]

(Wilcox et al., 2018; in prep) 41



N\ * % N

Sum wh—effect in region
(@)

N
1

I know that my brother said our aunt devoured the cake at the party.

I know what my brother said our aunt devoured the cake at the party.

I know that my brother said our aunt devoured at the party.

I know what my brother said our aunt devoured at the party.

island
= NO-COmp

that—comp

= Wh-comp

gap
= NO-gap
_4 i | | gap
\
&°
st
A 42




N\ * % N

Sum wh-effect in region
o

N
1

I know that my brother said

I know what my brother said

our aunt devoured the cake at the party.

our aunt devoured the cake at the party.

I know that my brother said our aunt devoured at the party.
I know what my brother said our aunt devoured at the party.
island

= NO-COMP
that—comp

=== Wh—comp

:I: -~ o
= NO—gap
_4 - = = gap
& & N & &
\ > 3 4 > P
\w\‘\o o\\;\ Q)“O N\ et s
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¥ * ¥ N

I know that my brother said whether our aunt devoured the cake at the party.

I know what my brother said whether our aunt devoured the cake at the party.

I know that my brother said whether our aunt devoured at the party.

I know what my brother said whether our aunt devoured at the party.

island

N
1

= NO-COMP
that—comp

=== Wh—comp

Sum wh-effect in region
o

gap
== NO-—gap
_4 i | | gap
\
&°
Qo**
& 44




6.0+
4.01
2.0+
0.0+
-2.0-

Wh-Effect

Results for WH-islands

GPT2 GPT3 GRNN JRNN NGRAM
W o
B o
control island control island control island control island control island
45
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Potential concern #2

Could deep-learning models have difficulty threading any type of
expectation into a syntactic island?

46



Gendered-pronoun Expectation Control
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.

V' The actress said that they insulted her friends.
[CONTROL, MATCH]
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.

V' The actress said that they insulted her friends.
[CONTROL, MATCH]

# The actress said that they insulted his friends.
[CONTROL, MISMATCH]
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.

V' The actress said that they insulted her friends.
Gender Expectation [CONTROL, MATCH]

Effect (#-v should be

positive) # The actress said that they insulted his friends.

[CONTROL, MISMATCH]
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.

Gender Expectation
Effect (#-v should be
positive)

v

The actress said that they insulted her friends.
[CONTROL, MATCH]

The actress said that they insulted his friends.
[CONTROL, MISMATCH]

The actress said whether they insulted her friends.
[ISLAND, MATCH]
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.

V' The actress said that they insulted her friends.

Gender Expectation [CONTROL, MATCH]
Effect (#-v should be
S positive) # The actress said that they insulted his friends.
/\ [CONTROL, MISMATCH]
NP VP
/\ /\ v The actress said whether they insulted her friends.
the actress said SBAR ] [ISLAND, MATCH]
/\ # The actress said whether they insulted his friends.
whether

[ISLAND, MISMATCH]

/\

NP

| /\

they insulted

/\

friends
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.

V' The actress said that they insulted her friends.

Gender Expectation [CONTROL, MATCH]
Effect (#-v should be
S positive) # The actress said that they insulted his friends.

/\ [CONTROL, MISMATCH]

V' The actress said whether they insulted her friends.

the actress said SBAR 9 [ISLAND, MATCH]

/\ # The actress said whether they insulted his friends.

‘whether /\ [ISLAND, MISMATCH]

NP

they insulted k

friends .:'

.
.
.
.
.
.
.
.
*
G
G
e
‘a

................ (Wilcox et al., 2019; in prep)
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Gendered-pronoun Expectation Control

« Worry: Can the models thread any expectation into islands?

» Test with expectation for gendered pronouns set up by culturally
or morphologically gendered subjects.

V' The actress said that they insulted her friends.

Gender Expectation [CONTROL, MATCH]
Effect (#-v should be
S positive) # The actress said that they insulted his friends.

/\ [CONTROL, MISMATCH]

V' The actress said whether they insulted her friends.

[ISLAND, MATCH]

the actress said SBAR ?
h h/\ # The actress said whether they insulted his friends.
“"’ ether [ISLAND, MISMATCH]

/\

NP

_ they insulted /\ *  the gender expectation effect should look the same

in islands as in the control conditions.

friends .:'

.
.
.
.
.
.
.
.
*
G
G
e
‘a

................ (Wilcox et al., 2019; in prep)

| /\ If models can thread gender expectation into islands,
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The actress said that they insulted her friends.

The actress said that they insulted his friends.
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The actress said that they insulted her friends.

The actress said that they insulted his friends.

30
=== match
=—= mismatch
c
ie)
O o) -
@ 20
Is)
©
R
S
5 104
n
0
\\
©
Ni
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The actress said that they insulted her friends.
The actress said that they insulted his friends.
The actress said whether they insulted her friends.

The actress said whether they insulted his friends.

N
o

Surprisal of region
o

=== match

=—= mismatch




The actress said that they insulted her
The actress said that they insulted his
The actress said whether they insulted her

The actress said whether they insulted his

friends.
friends.
friends.

friends.

30

N
o
1

Surprisal of region
o

=== match

=—= mismatch

=== match

=—= mismatch




Filler—gap vs. gender expectations in WH-islands

Wh Islands
Filler-Gap Dependency
GPT?2 GPT3 GRNN JRNN NGRAM
6.0-
5 4.0 . +9ap
- B o
w 2.0+
e
-2.01
con'trol islénd cor;trol islénd con'trol islénd con'trol islénd con'trol islénd
Gender Control
GPT2 GPT3 GRNN JRNN NGRAM
2.5+
C
il
8 00- B
w -
Q 2.5 . fem.
[y}
= 50 . masc.

control island control island control  island control  island control  island
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Potential concern #2

Could deep-learning models have difficulty threading any type of
expectation into a syntactic island?
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Potential concern #2 — addressed

Could deep-learning models
expectation in

difficulty threading any type of
ntactic island?

Deep-learning models that learn island constraints still propagate
pronoun gender expectations into islands
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Psycholinguistic tests of Al language models

SyntaxGym This is a beta release of SyntaxGym. Please send questions and comments to contact@syntaxgym.org.

E SyntaxGym

Test suites - . -
SyntaxGym is a unified platform for targeted syntactic evaluation of language models. The Gym supports all steps of the evaluation process, from designing

test suites to visualizing final results. Our goal is to make psycholinguistic assessment of language models more standardized, reproducible, and accessible to
Language models a wide variety of researchers

Visualizations

TEST SUITES LANGUAGE MODELS VISUALIZATIONS
Create new psycholinguistic test suites, or Evaluate a set of neural language models Visualize results across models and test
browse existing ones in our database ranging in architecture and size suites through interactive charts

/

Documentation

_o

'

33 available suites 8 available models

-
ee more 2
See more 2 See more = > 4

Not sure where to start? Read our FAQ or take a look at the documentation

http:/syntaxgym.org

(Gauthier et al., 2020)
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Quantitative calibration to human processing

e The surprisal-RT relationship in naturalistic reading:

bllip-lg bllip-lg bllip-lg bllip-lg bllip-md | | bllip-md | | bllip-md | | bllip-md | | bllip-sm | | bllip-sm | | bllip-sm | | bllip-sm | | bllip-xs bllip-xs bllip-xs bllip-xs
5gram gpt2 rmng Istm S5gram gpt2 rnng Istm S5gram gpt2 rnng Istm S5gram gpt2 mng Istm
100 A
[ J o
50 + ; . | \ a
' &
— "‘ '.": ""’ g
w0 - ‘
é 3
‘©
2 100 4
Q
—
a 50 . = o~ ~
S / / /\ / / /\ /\ / //\ /\ 2
L ’ [ %
) 3
3> 04 / ‘ o
©
c
3
5 100 - ‘
0 50 A b 2 ‘ i
0
04 ‘ J’J{Jv ‘ g
(1]
n
0 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 200 10 20
Surprisal (bits)
Training data [ bliip4g [ bilip-md [ vilip-sm = blipxs ~ BPE == FALSE ==+ TRUE
(Wilcox et al., 2020) 53



Low-tech, crowd-sourceable reading

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

The X-X-X

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

The X-X-X

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

of dog

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

of dog

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

pirty chased

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

pirty chased

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

the eat

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

the eat

(Forster et al., 2009; Boyce et al., 2020)
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Low-tech, crowd-sourceable reading

e The maze task
e Choose the string that fits given the preceding context

the eat
F J
The X-X-X
of dog
ALpretty chased
the eat
time
go. cat.

(Forster et al., 2009; Boyce et al., 2020)




1600 -

Human
reaction times

1400 -

Mean RT per word
N
3

Condition

—®— Reduced RC, Ambig. participle
—8— Reduced RC, Unambig. participle
—8— Unreduced RC, Ambig. participle

Unreduced RC, Unambig. participle

B
Pooling many controlled ?

experiments, regress human

RTs again.?t mod(_el surprisal worna?
and examine residual

12.5+

10.0

GPT-2 Surprisal

7.51

Mean surprisal per word

5.0

(Wilcox et al., 2021; see also van
Schijndel & Linzen, 2020)
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I know that ...

I know what ...

I know that ...

I know what ...

(Wilcox et al., 2021)

the CEO showed
the CEO showed

the CEO showed

the CEO showed

to the guests after

to the guests after
the guests after

the guests after

lunch.

lunch.

lunch.

lunch.
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/I know that ... the CEO showed the slides to the guests after lunch.
s I know what ... the CEO showed the slides to the guests after lunch.
s I know that ... the CEO showed to the guests after lunch.
/ I know what ... the CEO showed to the guests after lunch.
Residuals for Reading Times in Critical Region
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Summary: what | have argued today

e Standard deep-learning models learn remarkably subtle
features of human grammar from a childhood's worth
of linguistic input (no real-world grounding needed!)

e However, these models' predictions are not
quantitatively aligned with human comprehension
behavior when expectations about grammatical
structure are violated

* Deep-learning models offer insights into learnability
and a powerful scientific tool for expectation
estimation, but not a theoretical account of human
language representation and processing
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Other ingredients for theory of human language comprehension

e Noisy-channel mechanisms for error detection & robustness (Levy 2008,
Gibson et al., 2013, Futrell et al., 2020)

Information
Source Transmitter Receiver Destination

[ ]
Production Signal Received Comprehension|
Intended Utterance Signal ~ Input Inferred
message Memory message
Prior: P(m) Speaker likelihood: T Input likelihood: Posterior:
’ P(ulm) Noise P(Ifu) P(m|I) oc P(Ilm)P(m)
Source P(ull) o< P(I|u)P(u)

e Limitations on fidelity of memory representations & access (Lewis et al., 2006)

Melissa knew that |the toy from her uncle in Bogota today.

encoding storage interval

Other mamory items i (Processing of materisl in the g
50rve s distraciors at — . Congocy  : § storage interval crestes ofher
encodig and retrieval. | head Inew distracior ems in memory, ot
number singular shown here.)
S specificr - NPl4
S complement : 7
N = =

arrived
retrieval

‘4 e Yo n) > e s
boed 2 Maltme ] Bead : OPEN - head | : OPEM
cber | [N mamber  : sin S0 mumber © singular
sumber : | . Np| | spifier i NP6 A
Sogory s NP | complemens: opex A Y
M || =" == ] A ' X
’ ! \
; '
The encoding of the / The merrory access itsell The retrieval cues are
subject noun phrase s & fast associative Sunves hom oot
a3 the sul The target is an encodng process Invoing the word, context,
predicied predicate. the expectation of the paraiel match of rotrioval rammatical kowiedge,
edical cue features against and form a subset of the
candidate memory flems. s of s ost

* Incremental semantic representations evaluable in context (Jacobson 1999,
Aparicio et al. in prep)

Mary loves and John hates...
AX[LOVE(x)(mary) AHATE(x)(john)]
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