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PH ILO SOPHY O F LANGUAGE

There is no “philosophy” of  language. There is only linguistics.

Louis Hjelmslev
Principes de Grammaire Générale, 1928
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DNN AND NATURAL LANGUAGE
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Source: Bengio et al., 2003



WORD2VEC
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Mikolov et al., 2013



WORD EMBEDDINGS
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Source: Ferrone et al., 2017

a cat catches a mouse



WORD EMBEDDINGS
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Mikolov et al., 2013.

Hamilton et al., 2016.

Hewitt et al., 2019.

https://projector.tensorflow.org



WORD EMBEDD INGS
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WORD EMBEDD INGS
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WORD EMBEDDINGS
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WORD EMBEDDINGS
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Source: Mikolov et al., 2013.



THEORET ICAL CONSEQUENCES O F WORD EMBEDD INGS
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1. The automatic reconstruction of the underlying organization of language 
does not require more human intervention than the one implied in the 
most ordinary use of language as recorded in a practically raw linguistic 
corpus.

2. In that reconstruction, both semantic and syntactic contents of words are 
determined at once and as the result of the same procedure.

3. Word vector representations are not simply disposed in similarity 
neighbourhoods, but that the vector space itself is also structured 
following precise directions at the crossroads of which syntactic and 
semantic contents are established.



RECENT EVOLUTION OF NEURAL NLP MODELS
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§ Word Embeddings (word2vec, GloVe)

§ Recurrent Neural Nets (LSTM)

§ Encoding-Decoding (seq2seq)

§ Transformers (attention, GPT-3)



THE SEM AN TICS MEGA -THREAD
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https://medium.com/huggingface/learning-meaning-in-natural-language-processing-the-semantics-mega-thread-9c0332dfe28e



THE SEMANTICS MEGA-THREAD
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THE SEMANTICS MEGA-THREAD
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Bender, E. M., & Koller, A. (2020). Climbing towards NLU: On Meaning, Form, and Understanding in 

the Age of  Data. Proceedings of  the 58th Annual Meeting of  the Association for Computational Linguistics. 
https://doi.org/10.18653/v1/2020.acl-main.463



THE DISTR IBUT IONAL HYPOTHES IS
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• “You shall know a word by the company it keeps!” (Firth, 1957)
• “Words which are similar in meaning occur in similar contexts” (Rubenstein & 

Goodenough 1965)

• “Words with similar meanings will occur with similar neighbors if enough text 

material is available” (Schütze & Pedersen 1995)
• “A representation that captures much of how words are used in natural context will 

capture much of what we mean by meaning” (Landauer & Dumais 1997)

• “Words that occur in the same contexts tend to have similar meanings” (Pantel

2005)
• “The degree of semantic similarity between two linguistic expressions A and B is a 

function of the similarity of the linguistic contexts in which A and B can appear” 
(Lenci, 2010)



THE DISTRIBUTIONAL HYPOTHESIS
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• Theory of (linguistic) meaning as “usage” (Wittgenstein)
- “the meaning of a word is defined by the circumstances of its use” (Manning & 

Schütze, 1999)

• Two versions of the DH:
- Weak: Correlation between context and word meaning (Spence & Owens, 

1990)
- Strong: Causality attributed to contextual distributions (Miller & Charles, 1991)

• Context: the domain or scope within which entities of the same nature can be 
presented together (“co-occur”), in such a way that they can be associated by a 
cognitive agent.



WORD EMBEDD INGS AS MATR IX FACTOR IZAT ION
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Source: topicmodels.west.uni-koblenz.de



WORD EMBEDDINGS AS MATRIX FACTORIZATION
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topicmodels.west.uni-koblenz.de



WORD EMBEDDINGS AS MATRIX FACTORIZATION
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… w x y z …

… … 0 0 0 0 …

a … 0 1 1 0 …

b … 0 0 1 1 …

c … 1 0 0 1 …

… … 0 0 0 0 …

Context Term

(w,x) (a,c)

(w,y) (a,b,c)

(w,z) (b,c)

(x,y) (a,b)

(y,z) (a,b,c)

Term Context

(a,c) (w,x,y,z)

(a,b,c) (w,x,y,z)

(b,c) (w,y,z)

(a,b) (x,y,z)

(a,b,c) (w,x,y,z)



WORD EMBEDDINGS AS MATRIX FACTORIZATION
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… w x y z …

… … 0 0 0 0 …

a … 0 1 1 0 …

b … 0 0 1 1 …

c … 1 0 0 1 …

… … 0 0 0 0 …

a = your
c = my

w = apartment
x = house
y = chair
z = stool

your : house
my : apartment



THE DISTRIBUTIONAL HYPOTHESIS
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“The day she came to your house in Paris”

“She bought a house and a bungalow” 

“Vous vous trompez”



STRUCTURALISM
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• Saussure, Hjelmslev, Harris…

(Harris, 1951)

(Saussure, 1916)

(Hjelmslev, 1935)



STRUCTURAL ISM
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(Harris, 1951)



STRUCTURALIST HYPOTHESIS
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• Linguistic content (including essential aspects 
of linguistic meaning) is the effect of a virtual 
structure of classes and dependencies at 
multiple levels, underlying (and derivable 
from) the mass of things said or written in a 
given language.
• The task of linguistic analysis is not just that of 

identifying loose similarities between words 
out of distributional properties of a corpus, 
but rather this other one of explicitly drawing 
from that corpus the system of strict 
dependencies between implicit linguistic 
categories.

- F. de Saussure
- R. Jakobson
- L. Hjelmslev
- L. Bloomfield
- Z. Harris



STRUCTURALIST HYPOTHESIS
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A priori it would seem to be a generally valid thesis that for every process
there is a corresponding system, by which the process can be analyzed and 
described by means of  a limited number of  premises. It must be assumed 
that any process, can be analyzed into a limited number of  elements 
recurring in various combinations. Then, on the basis of  this analysis, it 
should be possible to order these elements into classes according to their 
possibilities of  combination. And it should be further possible to set up a 
general and exhaustive calculus of  the possible combinations.

Hjelmslev (1943)



PARADIGM DERIVATION
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PARAD IGM DER IVAT ION

sky
sadness

⋮
the
have
from
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- Colorless green ideas sleep furiously ✓
- Furiously sleep ideas green colorless ✗



PARADIGM DERIVATION
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sky
sadness
gavagai

⋮



PARADIGM DERIVATION
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PARADIGM DERIVATION
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DIST ILLAT ION
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Source: Wasserblat, M., Pereg, O., & Izsak, P. (2020)



PARADIGM DERIVATION
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PARADIGM DERIVATION
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PARADIGM DERIVATION
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A  × B   × C   × D



PARADIGM DERIVATION
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A  × B   × C   × D

the girl ran home



NON-NEURAL DISTRIBUTIONAL MODEL
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Procedure Step Neural Non-Neural

Segmentation Sub-word Tokenization
Character level DNNs BPE

Classification Word Embedding
Distillation Matrix models

Dependencies Attention Biorthogonal Typing
Linear Logic



SOME CONCLUSIONS

• Generic model

• Non-necessarily neural

• Producing explicit representations

• Supporting logical relations

• Capturing significant aspects of meaning
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