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Janet and Penny went to the store to get presents for 
Jack. Janet said, “I will buy Jack a top.” “Don’t get Jack 
a top,” said Penny. “He has a top. He will 

[Brown et al. 2020; example from Marcus & Davis 2020 / Charniak 1972]
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Neural sequence models
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Dynamic Semantics
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[Heim 83, “File Change Semantics”; 
 Kamp 81, “Discourse Representation Theory”; 
 Groenendijk & Stokhof 91, “Dynamic Predicate Logic”] 



World models & language models
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Janet and Penny went to the store to get Jack a top.
But Jack already has a colorful top.



Representations in language models
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Implicit representations of semantic state
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Building the probe

the door is locked

Proposition encoder

LM encoder

You see an open chest. The 
only thing in the chest is 
an old key. There is a 
locked wooden door 
leading east. You pick up 
the key.
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Evaluation

Alchemy

You are navigating through a 
house. You've just entered a 
serious study. There is a 
gross looking mantle in the 
room. It has nothing on it. 
You see a closed rusty 
toolbox. Now why would 
someone leave that there? 
Looks like there is a locked 
door. Find the key to unlock 
the door. You should try 
going east.

TextWorld
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Evaluation: locality
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Language models as world models

There’s a locked wooden door leading east […] you open the door.

LM encoder
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Language models as file cards

[Heim 1983!]
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The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from first beaker.

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from second beaker.

Inconsistent
Inconsistent
Consistent

Figure 5: Intervention experiments. Construct C1, C2

by appending text to empty one of the beakers (in this
case the first and second beakers) and encoding the re-
sult. Then, create Cmix by taking encoded tokens from
C1 and replacing the encodings corresponding to the
second beaker’s initial state declaration with those from
C2. This induces the LM to believe both the first and
second beakers are empty, and the LM decoder should
generate actions consistent with this belief.

Results Results can be found in Table 2. We
generate instructions from the BART decoder con-
ditioned on Cmix and check whether they are con-
sistent with C1 and C2. An action is considered
“consistent” if it can be executed in a given con-
text.6 Note the set of permissible instructions in
Cmix is a subset of those permitted in C1 and C2.
Instructions generated in C1 will not in general be
consistent with C2, but instructions generated in
Cmix should be consistent with both C1 and C2.

Note that the generation from Cmix is often con-
sistent with context 1 (86.7%), and is much more
likely to be consistent with context 2 then a genera-
tion from C1 (64.8% vs 21.6%)—thus supporting
the notion that information state associated with
the synthetic encoding Cmix is (approximately) one
in which both beakers are empty.

5 Limitations

...of large NLMs: It is important to emphasize
that both LM output and implicit state representa-
tions are imperfect: even in the best case, complete
information states can only be recovered 64.1% of

6In order to automate evaluation of consistency, we use a
version of Alchemy with templated text. The underlying LM
has also been finetuned on templated data.

% of generations
consistent with...

Context 1 Context 2

C1 96.2 21.6
Cmix 86.7 64.8
C2 24.1 87.7

Table 2: Intervention Experiments - Results. Though
imperfect, Cmix is much more often consistent with
Context 1 than C2, and Context 2 than C1, indicating
that its underlying information state (approximately)
believes both beakers to be empty.

the time in tasks that most humans would find very
simple. (Additional experiments described in Ap-
pendix A.5 offer more detail about these errors.)
The success of our probing experiments should not
be taken to indicate that the discovered semantic
representations have anything near the expressive-
ness needed to support human-like generation.

...of our experimental paradigm: While our
probing experiments in § 4.2 provide a detailed
picture of structured state representations in NLMs,
the interventional experiments in §4.4 explain the
relationship between these state representations and
model behavior in only a very general sense. They
leave open the key question of whether errors in
language model prediction are attributable to er-
rors in the underlying state representation. Finally,
the situations we model here are extremely simple,
featuring just a handful of objects. Thought experi-
ments on the theoretical capabilities of NLMs (e.g.
Bender and Koller’s “coconut catapult”) involve
far richer worlds and more complex interactions.
Again, we leave for future work the question of
whether current models can learn to represent them.

6 Conclusions

Even when trained only on language information,
NLMs learn to encode simple notions of world
state. In experiments on two domains, we have
demonstrated that BART’s internal representations
of a text can be mapped, using a linear probe, to the
underlying state depicted by the text. We further
demonstrated that this internal representation is
interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.
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demonstrated that BART’s internal representations
of a text can be mapped, using a linear probe, to the
underlying state depicted by the text. We further
demonstrated that this internal representation is
interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.

8

700

701

702

703

704

705

706

707

708

709

710

711

712

713

714

715

716

717

718

719

720

721

722

723

724

725

726

727

728

729

730

731

732

733

734

735

736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

781

782

783

784

785

786

787

788

789

790

791

792

793

794

795

796

797

798

799

ACL-IJCNLP 2021 Submission 713. Confidential Review Copy. DO NOT DISTRIBUTE.

(Cmix)

(g1) Mix the first beaker.

(g3) Mix the third beaker.
(g2) Mix the second beaker.

Information State

Information State

Information State

LM decoder

LM encoder

(C2)

(C1)

LM encoder

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from first beaker.

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from second beaker.

Inconsistent
Inconsistent
Consistent

Figure 5: Intervention experiments. Construct C1, C2

by appending text to empty one of the beakers (in this
case the first and second beakers) and encoding the re-
sult. Then, create Cmix by taking encoded tokens from
C1 and replacing the encodings corresponding to the
second beaker’s initial state declaration with those from
C2. This induces the LM to believe both the first and
second beakers are empty, and the LM decoder should
generate actions consistent with this belief.

Results Results can be found in Table 2. We
generate instructions from the BART decoder con-
ditioned on Cmix and check whether they are con-
sistent with C1 and C2. An action is considered
“consistent” if it can be executed in a given con-
text.6 Note the set of permissible instructions in
Cmix is a subset of those permitted in C1 and C2.
Instructions generated in C1 will not in general be
consistent with C2, but instructions generated in
Cmix should be consistent with both C1 and C2.

Note that the generation from Cmix is often con-
sistent with context 1 (86.7%), and is much more
likely to be consistent with context 2 then a genera-
tion from C1 (64.8% vs 21.6%)—thus supporting
the notion that information state associated with
the synthetic encoding Cmix is (approximately) one
in which both beakers are empty.

5 Limitations

...of large NLMs: It is important to emphasize
that both LM output and implicit state representa-
tions are imperfect: even in the best case, complete
information states can only be recovered 64.1% of

6In order to automate evaluation of consistency, we use a
version of Alchemy with templated text. The underlying LM
has also been finetuned on templated data.

% of generations
consistent with...

Context 1 Context 2

C1 96.2 21.6
Cmix 86.7 64.8
C2 24.1 87.7

Table 2: Intervention Experiments - Results. Though
imperfect, Cmix is much more often consistent with
Context 1 than C2, and Context 2 than C1, indicating
that its underlying information state (approximately)
believes both beakers to be empty.

the time in tasks that most humans would find very
simple. (Additional experiments described in Ap-
pendix A.5 offer more detail about these errors.)
The success of our probing experiments should not
be taken to indicate that the discovered semantic
representations have anything near the expressive-
ness needed to support human-like generation.

...of our experimental paradigm: While our
probing experiments in § 4.2 provide a detailed
picture of structured state representations in NLMs,
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state. In experiments on two domains, we have
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underlying state depicted by the text. We further
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interpretably localized and modifiable. This finding
has important implications for LM factuality and
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demonstrated that BART’s internal representations
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interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.
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(Cmix)

(g1) Mix the first beaker.

(g3) Mix the third beaker.
(g2) Mix the second beaker.

Information State

Information State

Information State

LM decoder

LM encoder

(C2)

(C1)

LM encoder

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from first beaker.

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from second beaker.

Inconsistent
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Consistent

Figure 5: Intervention experiments. Construct C1, C2

by appending text to empty one of the beakers (in this
case the first and second beakers) and encoding the re-
sult. Then, create Cmix by taking encoded tokens from
C1 and replacing the encodings corresponding to the
second beaker’s initial state declaration with those from
C2. This induces the LM to believe both the first and
second beakers are empty, and the LM decoder should
generate actions consistent with this belief.

Results Results can be found in Table 2. We
generate instructions from the BART decoder con-
ditioned on Cmix and check whether they are con-
sistent with C1 and C2. An action is considered
“consistent” if it can be executed in a given con-
text.6 Note the set of permissible instructions in
Cmix is a subset of those permitted in C1 and C2.
Instructions generated in C1 will not in general be
consistent with C2, but instructions generated in
Cmix should be consistent with both C1 and C2.

Note that the generation from Cmix is often con-
sistent with context 1 (86.7%), and is much more
likely to be consistent with context 2 then a genera-
tion from C1 (64.8% vs 21.6%)—thus supporting
the notion that information state associated with
the synthetic encoding Cmix is (approximately) one
in which both beakers are empty.

5 Limitations

...of large NLMs: It is important to emphasize
that both LM output and implicit state representa-
tions are imperfect: even in the best case, complete
information states can only be recovered 64.1% of

6In order to automate evaluation of consistency, we use a
version of Alchemy with templated text. The underlying LM
has also been finetuned on templated data.

% of generations
consistent with...

Context 1 Context 2

C1 96.2 21.6
Cmix 86.7 64.8
C2 24.1 87.7

Table 2: Intervention Experiments - Results. Though
imperfect, Cmix is much more often consistent with
Context 1 than C2, and Context 2 than C1, indicating
that its underlying information state (approximately)
believes both beakers to be empty.

the time in tasks that most humans would find very
simple. (Additional experiments described in Ap-
pendix A.5 offer more detail about these errors.)
The success of our probing experiments should not
be taken to indicate that the discovered semantic
representations have anything near the expressive-
ness needed to support human-like generation.

...of our experimental paradigm: While our
probing experiments in § 4.2 provide a detailed
picture of structured state representations in NLMs,
the interventional experiments in §4.4 explain the
relationship between these state representations and
model behavior in only a very general sense. They
leave open the key question of whether errors in
language model prediction are attributable to er-
rors in the underlying state representation. Finally,
the situations we model here are extremely simple,
featuring just a handful of objects. Thought experi-
ments on the theoretical capabilities of NLMs (e.g.
Bender and Koller’s “coconut catapult”) involve
far richer worlds and more complex interactions.
Again, we leave for future work the question of
whether current models can learn to represent them.

6 Conclusions

Even when trained only on language information,
NLMs learn to encode simple notions of world
state. In experiments on two domains, we have
demonstrated that BART’s internal representations
of a text can be mapped, using a linear probe, to the
underlying state depicted by the text. We further
demonstrated that this internal representation is
interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.
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The first beaker has 2 green, the second beaker has 2 red, 
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the third beaker has 1 green. Drain 2 from second beaker.
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Figure 5: Intervention experiments. Construct C1, C2

by appending text to empty one of the beakers (in this
case the first and second beakers) and encoding the re-
sult. Then, create Cmix by taking encoded tokens from
C1 and replacing the encodings corresponding to the
second beaker’s initial state declaration with those from
C2. This induces the LM to believe both the first and
second beakers are empty, and the LM decoder should
generate actions consistent with this belief.

Results Results can be found in Table 2. We
generate instructions from the BART decoder con-
ditioned on Cmix and check whether they are con-
sistent with C1 and C2. An action is considered
“consistent” if it can be executed in a given con-
text.6 Note the set of permissible instructions in
Cmix is a subset of those permitted in C1 and C2.
Instructions generated in C1 will not in general be
consistent with C2, but instructions generated in
Cmix should be consistent with both C1 and C2.

Note that the generation from Cmix is often con-
sistent with context 1 (86.7%), and is much more
likely to be consistent with context 2 then a genera-
tion from C1 (64.8% vs 21.6%)—thus supporting
the notion that information state associated with
the synthetic encoding Cmix is (approximately) one
in which both beakers are empty.

5 Limitations

...of large NLMs: It is important to emphasize
that both LM output and implicit state representa-
tions are imperfect: even in the best case, complete
information states can only be recovered 64.1% of

6In order to automate evaluation of consistency, we use a
version of Alchemy with templated text. The underlying LM
has also been finetuned on templated data.

% of generations
consistent with...

Context 1 Context 2

C1 96.2 21.6
Cmix 86.7 64.8
C2 24.1 87.7

Table 2: Intervention Experiments - Results. Though
imperfect, Cmix is much more often consistent with
Context 1 than C2, and Context 2 than C1, indicating
that its underlying information state (approximately)
believes both beakers to be empty.

the time in tasks that most humans would find very
simple. (Additional experiments described in Ap-
pendix A.5 offer more detail about these errors.)
The success of our probing experiments should not
be taken to indicate that the discovered semantic
representations have anything near the expressive-
ness needed to support human-like generation.

...of our experimental paradigm: While our
probing experiments in § 4.2 provide a detailed
picture of structured state representations in NLMs,
the interventional experiments in §4.4 explain the
relationship between these state representations and
model behavior in only a very general sense. They
leave open the key question of whether errors in
language model prediction are attributable to er-
rors in the underlying state representation. Finally,
the situations we model here are extremely simple,
featuring just a handful of objects. Thought experi-
ments on the theoretical capabilities of NLMs (e.g.
Bender and Koller’s “coconut catapult”) involve
far richer worlds and more complex interactions.
Again, we leave for future work the question of
whether current models can learn to represent them.

6 Conclusions

Even when trained only on language information,
NLMs learn to encode simple notions of world
state. In experiments on two domains, we have
demonstrated that BART’s internal representations
of a text can be mapped, using a linear probe, to the
underlying state depicted by the text. We further
demonstrated that this internal representation is
interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.
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(Cmix)

(g1) Mix the first beaker.

(g3) Mix the third beaker.
(g2) Mix the second beaker.

Information State

Information State

Information State

LM decoder

LM encoder

(C2)

(C1)

LM encoder

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from first beaker.

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from second beaker.

Inconsistent
Inconsistent
Consistent

Figure 5: Intervention experiments. Construct C1, C2

by appending text to empty one of the beakers (in this
case the first and second beakers) and encoding the re-
sult. Then, create Cmix by taking encoded tokens from
C1 and replacing the encodings corresponding to the
second beaker’s initial state declaration with those from
C2. This induces the LM to believe both the first and
second beakers are empty, and the LM decoder should
generate actions consistent with this belief.

Results Results can be found in Table 2. We
generate instructions from the BART decoder con-
ditioned on Cmix and check whether they are con-
sistent with C1 and C2. An action is considered
“consistent” if it can be executed in a given con-
text.6 Note the set of permissible instructions in
Cmix is a subset of those permitted in C1 and C2.
Instructions generated in C1 will not in general be
consistent with C2, but instructions generated in
Cmix should be consistent with both C1 and C2.

Note that the generation from Cmix is often con-
sistent with context 1 (86.7%), and is much more
likely to be consistent with context 2 then a genera-
tion from C1 (64.8% vs 21.6%)—thus supporting
the notion that information state associated with
the synthetic encoding Cmix is (approximately) one
in which both beakers are empty.

5 Limitations

...of large NLMs: It is important to emphasize
that both LM output and implicit state representa-
tions are imperfect: even in the best case, complete
information states can only be recovered 64.1% of

6In order to automate evaluation of consistency, we use a
version of Alchemy with templated text. The underlying LM
has also been finetuned on templated data.

% of generations
consistent with...

Context 1 Context 2

C1 96.2 21.6
Cmix 86.7 64.8
C2 24.1 87.7

Table 2: Intervention Experiments - Results. Though
imperfect, Cmix is much more often consistent with
Context 1 than C2, and Context 2 than C1, indicating
that its underlying information state (approximately)
believes both beakers to be empty.

the time in tasks that most humans would find very
simple. (Additional experiments described in Ap-
pendix A.5 offer more detail about these errors.)
The success of our probing experiments should not
be taken to indicate that the discovered semantic
representations have anything near the expressive-
ness needed to support human-like generation.

...of our experimental paradigm: While our
probing experiments in § 4.2 provide a detailed
picture of structured state representations in NLMs,
the interventional experiments in §4.4 explain the
relationship between these state representations and
model behavior in only a very general sense. They
leave open the key question of whether errors in
language model prediction are attributable to er-
rors in the underlying state representation. Finally,
the situations we model here are extremely simple,
featuring just a handful of objects. Thought experi-
ments on the theoretical capabilities of NLMs (e.g.
Bender and Koller’s “coconut catapult”) involve
far richer worlds and more complex interactions.
Again, we leave for future work the question of
whether current models can learn to represent them.

6 Conclusions

Even when trained only on language information,
NLMs learn to encode simple notions of world
state. In experiments on two domains, we have
demonstrated that BART’s internal representations
of a text can be mapped, using a linear probe, to the
underlying state depicted by the text. We further
demonstrated that this internal representation is
interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.
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(g1) Mix the first beaker.

(g3) Mix the third beaker.
(g2) Mix the second beaker.

Information State

Information State

Information State

LM decoder

LM encoder

(C2)

(C1)

LM encoder

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from first beaker.

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from second beaker.

Inconsistent
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Figure 5: Intervention experiments. Construct C1, C2

by appending text to empty one of the beakers (in this
case the first and second beakers) and encoding the re-
sult. Then, create Cmix by taking encoded tokens from
C1 and replacing the encodings corresponding to the
second beaker’s initial state declaration with those from
C2. This induces the LM to believe both the first and
second beakers are empty, and the LM decoder should
generate actions consistent with this belief.

Results Results can be found in Table 2. We
generate instructions from the BART decoder con-
ditioned on Cmix and check whether they are con-
sistent with C1 and C2. An action is considered
“consistent” if it can be executed in a given con-
text.6 Note the set of permissible instructions in
Cmix is a subset of those permitted in C1 and C2.
Instructions generated in C1 will not in general be
consistent with C2, but instructions generated in
Cmix should be consistent with both C1 and C2.

Note that the generation from Cmix is often con-
sistent with context 1 (86.7%), and is much more
likely to be consistent with context 2 then a genera-
tion from C1 (64.8% vs 21.6%)—thus supporting
the notion that information state associated with
the synthetic encoding Cmix is (approximately) one
in which both beakers are empty.

5 Limitations

...of large NLMs: It is important to emphasize
that both LM output and implicit state representa-
tions are imperfect: even in the best case, complete
information states can only be recovered 64.1% of

6In order to automate evaluation of consistency, we use a
version of Alchemy with templated text. The underlying LM
has also been finetuned on templated data.

% of generations
consistent with...

Context 1 Context 2

C1 96.2 21.6
Cmix 86.7 64.8
C2 24.1 87.7

Table 2: Intervention Experiments - Results. Though
imperfect, Cmix is much more often consistent with
Context 1 than C2, and Context 2 than C1, indicating
that its underlying information state (approximately)
believes both beakers to be empty.

the time in tasks that most humans would find very
simple. (Additional experiments described in Ap-
pendix A.5 offer more detail about these errors.)
The success of our probing experiments should not
be taken to indicate that the discovered semantic
representations have anything near the expressive-
ness needed to support human-like generation.

...of our experimental paradigm: While our
probing experiments in § 4.2 provide a detailed
picture of structured state representations in NLMs,
the interventional experiments in §4.4 explain the
relationship between these state representations and
model behavior in only a very general sense. They
leave open the key question of whether errors in
language model prediction are attributable to er-
rors in the underlying state representation. Finally,
the situations we model here are extremely simple,
featuring just a handful of objects. Thought experi-
ments on the theoretical capabilities of NLMs (e.g.
Bender and Koller’s “coconut catapult”) involve
far richer worlds and more complex interactions.
Again, we leave for future work the question of
whether current models can learn to represent them.

6 Conclusions

Even when trained only on language information,
NLMs learn to encode simple notions of world
state. In experiments on two domains, we have
demonstrated that BART’s internal representations
of a text can be mapped, using a linear probe, to the
underlying state depicted by the text. We further
demonstrated that this internal representation is
interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.
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The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from first beaker.

The first beaker has 2 green, the second beaker has 2 red, 
the third beaker has 1 green. Drain 2 from second beaker.

Inconsistent
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Figure 5: Intervention experiments. Construct C1, C2

by appending text to empty one of the beakers (in this
case the first and second beakers) and encoding the re-
sult. Then, create Cmix by taking encoded tokens from
C1 and replacing the encodings corresponding to the
second beaker’s initial state declaration with those from
C2. This induces the LM to believe both the first and
second beakers are empty, and the LM decoder should
generate actions consistent with this belief.

Results Results can be found in Table 2. We
generate instructions from the BART decoder con-
ditioned on Cmix and check whether they are con-
sistent with C1 and C2. An action is considered
“consistent” if it can be executed in a given con-
text.6 Note the set of permissible instructions in
Cmix is a subset of those permitted in C1 and C2.
Instructions generated in C1 will not in general be
consistent with C2, but instructions generated in
Cmix should be consistent with both C1 and C2.

Note that the generation from Cmix is often con-
sistent with context 1 (86.7%), and is much more
likely to be consistent with context 2 then a genera-
tion from C1 (64.8% vs 21.6%)—thus supporting
the notion that information state associated with
the synthetic encoding Cmix is (approximately) one
in which both beakers are empty.

5 Limitations

...of large NLMs: It is important to emphasize
that both LM output and implicit state representa-
tions are imperfect: even in the best case, complete
information states can only be recovered 64.1% of

6In order to automate evaluation of consistency, we use a
version of Alchemy with templated text. The underlying LM
has also been finetuned on templated data.

% of generations
consistent with...

Context 1 Context 2

C1 96.2 21.6
Cmix 86.7 64.8
C2 24.1 87.7

Table 2: Intervention Experiments - Results. Though
imperfect, Cmix is much more often consistent with
Context 1 than C2, and Context 2 than C1, indicating
that its underlying information state (approximately)
believes both beakers to be empty.

the time in tasks that most humans would find very
simple. (Additional experiments described in Ap-
pendix A.5 offer more detail about these errors.)
The success of our probing experiments should not
be taken to indicate that the discovered semantic
representations have anything near the expressive-
ness needed to support human-like generation.

...of our experimental paradigm: While our
probing experiments in § 4.2 provide a detailed
picture of structured state representations in NLMs,
the interventional experiments in §4.4 explain the
relationship between these state representations and
model behavior in only a very general sense. They
leave open the key question of whether errors in
language model prediction are attributable to er-
rors in the underlying state representation. Finally,
the situations we model here are extremely simple,
featuring just a handful of objects. Thought experi-
ments on the theoretical capabilities of NLMs (e.g.
Bender and Koller’s “coconut catapult”) involve
far richer worlds and more complex interactions.
Again, we leave for future work the question of
whether current models can learn to represent them.

6 Conclusions

Even when trained only on language information,
NLMs learn to encode simple notions of world
state. In experiments on two domains, we have
demonstrated that BART’s internal representations
of a text can be mapped, using a linear probe, to the
underlying state depicted by the text. We further
demonstrated that this internal representation is
interpretably localized and modifiable. This finding
has important implications for LM factuality and
coherence: we can imagine probing a LM for its
underlying beliefs, or correcting erroneous beliefs
and bad generations by modifying a small number
of local representations.
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What’s still missing

Attribution of model errors:

p(probe is accurate)

p(generation 
   is semantically 
   acceptable)



Does grounded training improve accuracy?

You see an open chest. The 
only thing in the chest is 
an old key. There is a 
locked wooden door 
leading east. You pick up 
the key.

You unlock the door.

LM encoder

LM decoder

semantic probe …

predict text+state 
predict text

# of training examples
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Would ground-truth states improve accuracy?

You unlock the door.

LM encoder

LM decoder

chest

open

possesses

key

you

door locked

use state when predicting 
predict text+state 
predict text+state

% of training examples with state labels
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What’s still missing

Quantification: There are twenty-three reindeer; most of 
them have red noses. 

Implication and counterfactuals: If Pat goes to the party, 
so will Jan. If Pat had gone to the last one, Mo would have gone 
too. Pat will go to the party this time.



Summary

Language produce (rudimentary) 
representations of world states, and 
these states can be manipulated with 
predictable effects on model output.  

But far from 100% reliable; lots of open 
questions about what these representations 
capture and how to improve them.
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